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Abstract—This paper introduces a MAC-layer active dropping
scheme to achieve effective resource utilization, which can satisfy
the application-layer delay for real-time video streaming in time
division multiple access based 4G broadband wireless access net-
works. When a video frame is not likely to be reconstructed within
the application-layer delay bound at a receiver for the minimum
decoding requirement, the MAC-layer protocol data units of such
video frame will be proactively dropped before the transmission.
An analytical model is developed to evaluate how confident a
video frame can be delivered within its application-layer delay
bound by jointly considering the effects of time-varying wireless
channel, minimum decoding requirement of each video frame,
data retransmission, and playback buffer. Extensive simulations
with video traces are conducted to prove the effectiveness of the
proposed scheme. When compared to conventional cross-layer
schemes using prioritized-transmission/retransmission, the pro-
posed scheme is practically implementable for more effective
resource utilization, avoiding delay propagation, and achieving
better video qualities under certain conditions.

Index Terms—Application-layer delay, cross-layer design, drop-
ping, IEEE 802.16, LTE, real-time video streaming, WiMAX.

I. INTRODUCTION

T HE advancements in miniaturization of powerful mobile
devices, affordable wireless communication equipments,

and improved small-scale energy supplies, have been integrated
with the rapid development of broadband wireless technologies
such as IEEE 802.16 (also known as WiMAX) and TD-LTE
(a variant of long-term evolution) to make broadband wireless
access (BWA) services possible [1]. Both IEEE 802.16 and LTE
technologies are envisioned to support high capacity broad-
band performance in wireless along with strong yet simple
QoS supports using time-division multiple access (TDMA).
With the early deployments, trials and researches around the
world by both industries and academia, WiMAX and LTE
are recognized as the promising and/or complementary access
network technologies when compared to legacy cable wirelines,
digital subscriber lines (DSL) and 802.11a/b/g (or Wi-Fi) for
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all-IP broadband wireless access services in the metropolitan
area networks. Although delivering bandwidth-intensive data
like video over the time-varying wireless channel is always
challenging, such BWA platform can foster many existing
IP-based streaming video applications to take advantages of
wireless and/or mobility. Innovative and exciting next-gen-
eration wireless video-based services are therefore possibly
cultivated to utilize the true potentials of BWA networks,
such as wireless/mobile IPTV, wireless digital signage, mobile
advertisement, etc.

Real-time video streaming is a widely adopted yet highly de-
manding component in the aforementioned multimedia services
due to the delay-sensitive and bandwidth-intensive video data.
With a stringent application-layer delay bound on the arrival of
each video frame imposed by a streaming software at the re-
cipient, a late arrival frame yields an equivalent impact to the
recipient as if the frame is lost. The problem becomes more
serious and challenging in such BWA scenarios given the de-
manding expectations of high data rate and mobility supports,
where MAC-layer protocol data units (MPDUs) of consecutive
video frames in a real-time video stream could be lost or de-
layed seriously. This is caused by the time-varying capacity
and bit error rate of a wireless channel subject to the fading
and mobility effects. Specific traffic classes of services (e.g.,
UGS and rtPS in WiMAX standards) for dedicated access con-
trol and radio resources allocation are defined in many BWA
technologies. However, the base station (BS) may still launch
a MPDU of which the corresponding video frame is unlikely
to arrive at the recipient software within the required applica-
tion-layer delay bound. In this case, not only the precious radio
transmission resources are wasted for sending a late MPDU,
but also the subsequent MPDUs would experience the delay
propagations. This could eventually prolong disruptions on the
perceived video quality over more than just one video frame
and possibly all real-time video services in the system. To ad-
dress the late delivery of video frames in real-time wireless
video streaming, numerous studies through a cross-layer de-
sign approach have been reported in the literature. The study in
[2] proposes to schedule packet transmissions over orthogonal
frequency-division multiplexing (OFDM) channels by giving a
higher priority to more important packets (such as those be-
longing to I-frames which affect the quality significantly in a
video stream). It also allocates an appropriate number of OFDM
subcarriers to the user by jointly prioritizing with the size of the
queues. In [3], an opportunistic scheduling algorithm for mul-
tiple video streams using a priority function is developed based
on channel conditions, importance of frames, queue size, and
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multiplexing gain. A packetization scheme is introduced in [4],
which incorporates with forward error correction (FEC) codes
at radio link protocol (RLP) packet level rather than across dif-
ferent application packets. A priority-based automatic repeat re-
quest (ARQ) scheme is applied at the application layer to re-
transmit the corrupted RLP packets only. The scheme in [5] pri-
oritizes retransmission opportunities for each MPDU based on
the joint weighting of the perceptual importance and urgency
of each individual MPDU upon the video frame. In [6], the
best source and channel coding pair is selected to encode and
transmit the video data with efficient packetization and error
concealment techniques altogether subject to the channel. It is
pointed out that a cross-layer QoS mapping architecture for
video delivery in wireless networks is critical, in order to co-
ordinate and achieve effective adaptation of QoS parameters
in the application layer and priority-based transmission system
[7]. However, the aforementioned cross-layer schemes suffer
from the committed consideration on the application-layer delay
bound of each video frame. This task is very complicated be-
cause the QoS mapping onto the subjective video quality with an
effective utility functions could be computationally intractable
and impractical. Even though the delay of each MPDU is con-
sidered in a cross-layer scheme such as in [5], the result by a
priority-based optimization would still consume transmission
resources on sending MPDUs for a late arrival video frame. In
such situation, it is natural to consider dropping those MPDUs to
preserve the resources rather than prioritizing their transmission
through a cross-layer scheme. Some previous attempts of drop-
ping packets for satisfying real-time requirements are proposed.
A scheme of priority-drop for on-demand streaming video is in-
troduced in [8] for the best effort computing and networking en-
vironments, which drop packets gracefully with priorities based
on a pre-proceed mapping between each packet and its impacts
towards the overall video quality. However, the upfront pro-
cessing for mapping those priorities of video packets and their
impacts to the overall video quality is not computationally effi-
cient and limited to on-demand video streaming content. In [9],
excess real-time packets are attempted to be transmitted with
the delay guarantee through an efficient coordinated buffer and
scheduling management scheme, in which expired packets are
simply dropped in the queues when the buffer is too full to ac-
commodate newly arrived real-time traffic. Although this can
relax the constraint of limiting the unpredictable rate of multi-
media traffic while maintaining the committed statistical delay,
the dropping is not done proactively until the buffer is full,
where the characteristic of tolerable loss in video coding has
never been explored. In [10], a dropping scheme is proposed,
where its effectiveness for streaming video delivery with fine-
grained adaptation to the transmission channel is demonstrated
by introducing a delayed time-window as little as 400 ms at
the sender before the transmission. All data packets with times-
tamps within a certain period of time are placed in the time-
window and reordered into priority order for transmission. It
then transmits these packets for the time duration of the window
only. At the end of this window duration, it discards unsent
packets and moves on to the next window. In this way, the
available bandwidth from the channel is used to send the most
important elements of the video stream and the least impor-

tant elements are dropped. However, this scheme is only de-
signed to work with a fixed transmission window at the sender
in a wired network without considering the dynamics of the
playback-buffer at recipient software and/or any retransmitting
strategy in place.

Based on our knowledge so far, it is the first attempt of a
dropping approach that comprehensively and systematically ad-
dresses the aggregated dynamics on the application-layer delay
towards the real-time video quality by jointly considering the
impacts from: i) the wireless channel fluctuation; ii) the recip-
ient-side playback-buffer, which is known to be critical to any
video streaming system; iii) the minimum decoding require-
ment; and, iv) the retransmission of lost data. Note that the
application-layer delay bound and the minimum decoding re-
quirement (i.e., the maximum loss tolerance) of a frame are
considered as two simple parameters that easily available from
any adopted video coding and streaming software. Either/both
of these parameters serve important factor(s) in designing any
scalable video coding technique and effective cross-layer trans-
mission strategies. A preliminary cross-layer dropping scheme
is introduced in one of our previous work [11] that success-
fully avoid delay propagation. Promising results have showed
the effectiveness of such initial design. In addition to the dis-
cussions about the practical implementation, we are interested
to extend the work into a more comprehensive framework along
with a generic analytical measure of achievable video quality for
system evaluation based on the number of decodable frames and
other system parameters discussed above. In this paper, we pro-
pose a MAC-layer active dropping (AD) scheme for real-time
video streaming in BWA networks, which satisfies the strin-
gent application-layer delay bound of each video frame. For
the simplicity, the discussion is based on the WiMAX stan-
dards because of the maturity and availability of existing hard-
ware/systems. However, the proposed scheme can also work in
any emerging broadband wireless access technology that sup-
ports TDMA. The proposed AD scheme has the following con-
tributions: 1) it guarantees an application-level delay bound on
each video frame, while releasing transmission resources that
were originally wasted for late video frames; 2) it enforces a
graceful video quality degradation by manipulating a proba-
bilistic confidence threshold, which is taken for making a drop-
ping decision on a possibly late video frame; and, 3) it preserves
the MDPUs of a video frame delivered without changing their
orders for seamless system integrations. To achieve such design
goals above, a novel probabilistic model is developed and em-
ployed with the proposed scheme to determine the confidence
of a video frame to satisfy its instantaneous application-layer
delay bound. Based on such probabilistic evaluation, the pro-
posed scheme proactively drops awaiting MPDUs of a video
frame that is considered not confident enough to arrive at the
recipient by its application-layer delay bound under the min-
imum decoding requirement. Instead of wasting the system re-
sources, the precious transmission resources can be released for
subsequent frames or other competing real-time video streams.
The revenue potentials and system scalability are therefore max-
imized without losing the equivalent application-layer QoS con-
ditions, such as the resultant rate of frame loss. Extensive sim-
ulations have demonstrated the effectiveness of the proposed
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Fig. 1. System model.

scheme, in terms of application-level QoS satisfaction and re-
source utilization.

The rest of the paper is organized as follows. The system
model is described in Section II. The details of proposed AD
scheme with a comprehensive analytical framework as well as
the implementability are discussed in Section III. The effective-
ness of the proposed scheme is evaluated with simulation results
in Section IV, ended by the conclusion.

II. SYSTEM MODEL

A. System Architecture

As discussed earlier, the proposed scheme is applicable to any
emerging BWA technology supporting TDMA. Without loss of
generality, a generic system architecture here is presented based
on WiMAX standards (PMP mode), in which transmission re-
sources, in terms of slotted times, are shared by way of time di-
vision multiple access (TDMA). All subcarriers can be possibly
allocated in a timeslot. The traffic class of UGS in WiMAX is as-
sociated for a stream of video data, where a dedicated number of
transmission timeslots may be assigned in each physical down-
link subframe. Fig. 1 illustrates the system architecture, which
includes: 1) a media server; 2) the BS with a set of logical queues
corresponding to each type of service for all mobile and fixed
subscriber stations (SSs); and 3) the recipient with a built-in
playback buffer at the corresponding mobile or fixed SS.

On the other hand, there are some basic characteristics de-
fined in this system architecture: i) real-time video is encoded
at the media server into streaming video bitstreams, in which
the bitstream of each video frame is generated every times-
lots with possibly a variable size, and is further packetized into
IP packets; ii) IP packets of a video frame are immediately avail-
able to a corresponding transmission queue in the BS with neg-
ligible latency, and are further packetized into a number of
MPDUs to be sent over the wireless channel; iii) at the begin-
ning of the video transmission, a small number of video frames,
denoted as , can be received accumulatively in the playback
buffer at the recipient before the first one is displayed; iv) each
video frame generated by the media server should be played
at the recipient in timeslots later, where is a time dura-
tion determined by and that defines the maximum appli-
cation-layer delay bound of a video frame that can be tolerated
before its playback. In other words, any frame received by the
recipient longer than timeslots after it was produced at the

media server will be classified as a late-arrival frame for play-
back and treated as a frame loss. Obviously, both and are
the system design parameters, and the larger and are, the
larger could be tolerated; v) the received video frames are
expected to be available in the playback buffer and retrieved by
the recipient at a scheduled playback rate (i.e., every timeslots
per frame), otherwise, a frame loss event is perceived; vi) a per-
fect and instantaneous feedback is in place to initiate a retrans-
mission at the BS for a lost MPDU, whereas, a retransmission
strategy is optional for real-time video streaming but is included
in the proposed scheme for the sake of completeness.

B. Recipient-Side Playback Buffer

Without loss of generality, the frame playback rate at the re-
cipient is assumed to be the same as the frame-producing rate at
the media server (i.e., every timeslots per frame). A built-in
playback buffer at the recipient’s streaming software serves as
a reservoir for mitigating the vicious impact due to fluctua-
tions of the communication latency [16]. Hence, the head of line
(HoL) frame will be started to playback, only if a number, ,
of frames is already accumulated in such buffer. The value of
is usually designed small for real-time video applications, for
example, 1–5 frame(s), which in turn defines a maximum ap-
plication-layer delay bound, denoted as, , of a video frame
that the recipient’s streaming software can tolerate to wait for
the data of a video frame before its playback. In other words, a
newly generated video frame from the media server could has
an extended budget of time duration, , to be transmitted from
the BS to the recipient (note that the latency between a media
server to the BS is assumed to be negligible in our discussion).
In the case of no playback buffer (i.e., will be equal
to limited duration of , which means a frame can only spend
a duration no longer than to reach the recipient for its play-
back for avoiding a frame loss event. In summary, the maximum
application-layer delay bound of a video frame, , can be for-
mulated as

(1)

where is the number of frames in the playback buffer when
the first frame is being played back at the recipient.

C. Packetizations of Video Frames, Decodable Frame Rate,
and Video Quality

In MPEG standards [12] for video streaming, the generated
video frames do not have the same significance with respect
to the video quality because some frames are dependent on
the others. Standard MPEG encoders generate three types of
compressed video frames, referred to as I-, P-, and B-frames.
An I-frame is intra-coded without any dependence on the other
frames, while P- and B-frames are coded with forward and bidi-
rectional predictions respectively. Undoubtedly, I-frames are
the most important, followed by P-frames and then B-frames.
After being generated, a video frame is packetized into multiple
real-time protocol (RTP) datagrams, each being further packe-
tized again into multiple IP packets. The use of RTP is optional.
Each IP packet is then segmented into a set of MPDUs at the
BS.
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Given a scheduling policy, one or multiple MPDUs will be
scheduled in the timeslots inside a downlink subframe. The
lossy wireless channel can introduce unpredictable bandwidth
and loss of MPDUs due to the fluctuating channel capacity and
bit error rates, which will impair the arrival time of a video
frame and its video quality perceived by the recipient. The
impairment on the perceptual video quality becomes more
serious when the channel condition gets worse, and/or the
application-layer delay propagates across consecutive video
frames when the system transmission resources are heavily
demanded. To practically and objectively evaluate the video
quality, a reasonable evaluation model of video quality
from [13] is adopted, which is defined by the number of decod-
able frames over the total number of frames originally from the
video source

(2)

where is the expected total number of
decodable frames including all the types of frames (i.e.,

). Note that the dependen-
cies between different types of frames (i.e., I, P, and B frames)
are already considered in the derivation of the numbers of dif-
ferent decodable frames (i.e., , and ),
which is given in the Appendix. and

are the total number of I-, P-, B-frames in the video
source, respectively. is designed as an objective measure to
evaluate the video quality. The larger means the better video
quality can be perceived by the recipient. Although evaluating
video quality through an actual human perception, such as
MOS (mean opinion scores), can be adaptive to the content
of the video and yield more persuasive results, it is however
not practically considered by most of the previous work in
fields of communication and networking researches. According
to [14], the objective quality measure in (2) has effectively
provided a lower bound of the video quality, because MPEG
streams tend to recover from partial losses of frames provided
by their temporal and spatial redundancy. Furthermore, a frame
is only considered to be decodable at the recipient with the
acceptable video quality when at least a minimum fraction of
the total MPDUs of the frame is received [15] due to the video
decoding requirement even some error recovery mechanism is
in place. Otherwise, the frame is not decodable at all by the
recipient regardless if it is received within the delay bound, .
Let % be the statistical maximum fraction of bitstreams in a
video frame that can be tolerated to lose. This parameter can be
available from the adopted video coding and the video quality
required by the real-time streaming video services. Hence,
the statistical minimal amount of MPDUs of a video frame,
denoted as , that must be received by the recipient within
can be formulated as

% (3)

where is the total number of MPDUs of frame . If the
available transmission resources can send all the MPDUs of
frame , the recipient will perceive the optimal video quality of
frame ; otherwise, at least MPDUs must be delivered within

in order to make the frame decodable with the minimal video

quality. Assume that each MPDU consumes a single timeslot to
transmit, at least timeslots are therefore required for sending
frame . Within the corresponding delay bound of frame , the
number of timeslots that actually available for transmitting
MPDUs of frame is indeed affected by various factors to be
described in the rest of this section.

D. Modeling of Available Transmission Timeslots

A BS has a scheduling cycle to allocate certain amount of
transmission resources, in terms of timeslots, to different ser-
vicing queues. The duration of each scheduling cycle, is denoted
as . Each timeslot is assumed to be long enough to send the
data of a complete MPDU. When MPDUs of a frame arrive at
the BS, they will be buffered in an assigned queue first. If there
is no any MPDU of a previous frame already in that queue, the
MPDUs of a newly arrived frame will be served and transmitted
immediately in the coming scheduling cycle with the allocated
amount of timeslots. Otherwise, they will need to wait in the
queue for available transmission timeslots remained within their
corresponding application delay bound. Each MPDU of a frame
therefore may experience some delays in the queue within each
scheduling cycle due to: 1) the inter-service time , where the
scheduler is serving other queues; 2) the waiting time when the
scheduler is transmitting the MPDUs of previous frames in the
queue; and 3) the time for transmitting its own MPDUs of the
same frame. Hence, the actual available transmission timeslots
for sending MPDUs of frame in a queue at time in scheduling
cycle can be derived as

(4)

where is the universal system time counted from zero in the
BS, is the index of the current scheduling cycle starting from
one, is the application-layer delay bound of frame as de-
fined in (1), represents the total waiting time that the
remaining MPDUs of frame will experience in the queue esti-
mated at time in the scheduling cycle , which can be derived
by

(5)

where the first term on the right-hand side is the number of
scheduling cycles that frame has experienced in the queue at
time if it has taken more than one scheduling cycle to send
preceding MPDUs of frame , the second term is the duration of
inter-service time that frame has to wait in scheduling cycle .

is the time consumed for transmitting MPDUs
of previous frames in scheduling cycle , and is the
total of timeslots expended so far for successful/unsuccessful
transmissions of MPDUs of frame in the scheduling cycle
. Both and are parameters easily

tracked by the BS system after each transmission, whereas,
and are known from the selected scheduling policy.

Fig. 2 presents an example with all possible scenarios
and their dynamics at time instants and , in which
all MPDUs of a frame can be sent successfully through the
available transmission timeslots, , within . In case
of , the application-layer delay bound, , of the current
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Fig. 2. Scenarios that MPDUs of a frame are sent completely.

frame is equal to according to (1). Since the rate of a
real-time video streaming traffic is varying, it is not trivial to
choose an optimal value for the duration of a scheduling
cycle, whereas, it can also be adjusted regularly subject to the
scheduling, call-admission and resources provisioning policies
for the QoS requirements. For the simplicity but without loss of
generality, is assumed to be equal to the duration of frames
producing rate at the media server (i.e., ) here.

At time : No MPDU of previous frames are in the transmis-
sion queue when video frame arrives at the BS, the waiting
time within of is simply due to the inter-service time
in the first and second scheduling cycles. The total transmission
timeslots available for sending the MPDUs of at time in
the first scheduling cycle is

(6)

At time : All MPDUs of video frame could not be sent
within the second scheduling cycle. Since the frame has a delay
bound, , with the duration of , it allows the remaining
MPDUs of to be sent at time in the third scheduling cycle
with the available transmission timeslots derived below

(7)

At time : The MPDUs of video frame will be sent com-
pletely right after all the leftover MPDUs of are successfully
sent over first two timeslots in the third scheduling cycle. The
total available transmission timeslots for sending MPDUs of
at time in the third scheduling cycle is derived below with the
consideration of the leftover MPDUs of

(8)

These three scenarios summarized the dynamics between the
waiting time, and the total available transmission

timeslots within the corresponding delay bound, ,
of a frame , as well as the impact of the playback buffer.

III. ACTIVE DROPPING SCHEME

By (3), is the minimal number of MPDUs of frame re-
quired by the recipient within for the minimum decoding re-
quirements. Although the reliable arrival of MPDUs of frame

can be guaranteed by a link-layer retransmission policy such
as ARQ, retransmitting a lost MPDU certainly takes over some
precious transmission opportunities from the later MPDUs. It
increases the risk of late arrival not only for the current frame,
but also the subsequent frames due to the delay propagation. Al-
though these MPDUs can be normally prioritized by some
cross-layer scheme for transmissions/retransmissions, it is rea-
sonable to drop any MPDU of a frame immediately in the queue
if it is believed that those MPDUs arriving at the recipient
within is not likely to happen. This is the fundamental moti-
vation of the proposed AD scheme, which is further developed
with an analytical approach. By jointly considering various fac-
tors in a TDMA-based BWA network that have not been com-
prehensively addressed in any previous literature, a probabilistic
confidence value is analytically evaluated to decide when such
dropping mechanism should be proactively exercised.

A. Active Dropping Mechanism

The dropping decision is based on the confidence of suc-
cessfully sending MPDUs of frame in the queue within

available transmission timeslots at time . In other
words, before sending a MPDU, a confidence value at time , de-
noted as , is evaluated by two deterministic
parameters: a) the current values of ; and b) . The
value of is the number of MPDUs that is still required to
be sent for frame at time . Note that the initial value of
is set as for frame by (3). Transmitting MPDUs at time
will continue only if the confidence value, ,
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Fig. 3. Active dropping mechanism.

is not below a confidence threshold, . The number of retrans-
missions is assumed infinite for simplicity, but it can also be a
finite limit in our analytic model here. For every MPDU trans-
mission/retransmission, the value of is reduced by one
at time , and each successful MPDU transmission/retrans-
mission updates by reducing one MPDU from
at time , i.e., see (9), as shown at the bottom of the page.

When reaches zero, it will be intentionally set as the
value of for the purpose of sending more than MPDUs
of frame if more transmission timeslots are available. How-
ever, regardless of the value of , when the conference value

is less than at any time instant, it is
a strong statistical indication that frame will not be deliv-
ered and decodable for the minimal video quality by the avail-
able transmission timeslots within the associated .
The BS therefore immediately drops all MPDUs of frame in
the queue, and release the current remaining trans-
mission timeslots to subsequent frames or any other servicing
queues. In summary, there is no difference leading to a frame
loss event between the case of the required MPDUs of a frame
is delayed due to the lack of transmission resources and that
of those MPDU of the same frame are dropped proactively due
to a lower-than-threshold probabilistic confidence for sending
them within the application-layer delay bound. Fig. 3 illustrates
a flowchart of the proposed AD scheme.

B. Analysis of Confidence

An analytical framework based on an embedded Markov-
chain model is developed to quantify the confidence of suc-
cessfully delivering a frame within its application-layer delay
bound. Specifically, the Markov-chain evaluates the proba-
bility of successfully sending MPDUs of frame in the
queue within available transmission timeslots. For
simplicity, a two-state wireless channel model is employed and
described below. Instead, a more complicated wireless channel
model could be employed here in the proposed analytical
framework at the expense of higher complexity. However, it is
not the focus of our intended contribution in this paper.

Wireless Channel Model: A common two-state Gilbert-El-
liot model [17] is employed as the underlying wireless channel
model, where the wireless link is modeled as a discrete time
Markov-chain with “Good” and “Bad” states. The error prob-
ability of a MPDU transmission is 0 or 1 when the channel
is “Good” or “Bad”, respectively. The probabilities and

represent the transition probabilities from “Good” state to
“Bad” and “Good” states, respectively. Similarly, and
represent the transition probabilities from “Bad” state to “Bad”
and “Good” states, respectively. , and are
derived by the average MPDU packet-error-rate (PER), , and
error burst length (EBL) as follows:

(9)
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(10)

Calculation of Confidence: Based on the wireless channel
model, the delivery of each MPDU in a frame along with the
corresponding confidence is modeled through a discrete time
Markov-chain as shown in Fig. 4 States and represent
that the first MPDU of the frame to be transmitted when the
channel is in “Good” state or “Bad” state, respectively. Simi-
larly, states or represent the second MPDU of the frame
to be transmitted when the channel is in “Good” or “Bad” states,
respectively. If the system is currently in the state or , it
means that the system has successfully sent MPDUs al-
ready and going to send the th MPDU while it is at the “Good”
or “Bad” state, respectively. This model captures the transmis-
sion of every successfully sent MPDU of a frame until the states

and , where is the number of MPDUs of a particular
frame. An unsuccessful transmission of a MPDU could (option-
ally) initiate a retransmission, where a maximum number of
retransmission attempts may be defined by the retransmission
policy as discussed before. Our analytical model on the proba-
bilistic confidence, nonetheless, is independent of the retrans-
mission limit, which is therefore flexible to incorporate with
any retransmission policy in a cross-layer scheme. Transitions
between states are described by the two-state wireless channel
model through a one-step transition probability matrix,
with the size of , which can be derived by the current
value of as illustrated in (11), shown at the bottom of the
page. Assuming that all transmission timeslots will be
completely consumed to send the most essential MPDUs
of frame at time in the scheduling cycle . Say, if there is

any number of MPDUs of frame still remained in the queue
after timeslots, the system must fall into one of the
states in Fig. 4. This implies that those MPDUs of frame
should be proactively dropped from the queue back then during
the moment at time instead of consuming any single timeslot.
In other words, the interested metric is the probability that the
system will not stay in any of these states after trans-
mission timeslots. Hence, the confidence of the BS to success-
fully send MPDUs with only timeslots at time
in scheduling cycle can be defined as

(12)

where is the number of MPDUs of frame to be trans-
mitted at time is the available transmission timeslots
for sending the remaining MPDUs of frame in the queue,
is the initial state probability vector, is the one step
transition probability matrix with the size of ,
and is a column vector with a size of .
Fig. 5 shows the relationship between the confidence value, and
the difference between and which is denoted as

(i.e., ). The value of can be
interpreted as the extra transmission timeslots available for re-
transmitting a MPDU of a frame due to a MPDU loss event.
Note that the confidence becomes smaller for a frame with a
larger even the two video frames have the same value of

. This is because with the more MPDUs in a frame, there
is a higher chance of unsuccessful transmission of MPDUs,
which expects additional transmission opportunities for retrans-
mission. On the other hand, every successful MPDU transmis-
sion leaves the same extra timeslots for the next MPDU
and decreases the remaining number of MPDUs, , in the
queue, the system will be therefore escalated to follow a ten-
dency of a higher confidence value as shown in Fig. 5. This

... (11)
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Fig. 4. Markov model for successfully transmitted MPDUs of a frame.

Fig. 5. Relationship between the confidence value and the difference of
���� �� �� � ����.

gracefully balances between the tradeoff of video quality and
the aggressiveness of proactive dropping decisions.

The relationship shown in Fig. 5 also provides us an insight
about the impact of confidence thresholds on different frame
types, since I-, P- and B-frame typically generate different
amounts of MPDUs. With the same extra resources , it
is more suitable to assign an I-frame with a smaller confidence
threshold than that for a P-/ B-frame because: i) a successful
MPDU transmission belonging to an I-frame is much favorable
to the overall video quality than that from a B- or P-frame
and ii) an I-frame usually has a much larger value of , which
starts from a lower confidence tendency curve (e.g.,
in Fig. 5) to escalate to a higher one (e.g., ) for the
same . In other words, the dropping mechanism on dif-
ferent video frames should be differentiated by using different
confidence thresholds, where I-frames are assigned a smaller
confidence threshold in order to factor its importance to the
video quality.

C. Implementation Issues

One of our major contributions of the proposed AD scheme is
its simplicity to practically implement and integrate into a real
world system. The associated complexity and implementability
are to be discussed in the followings. As illustrated in Fig. 3,
only the knowledge about , and
are required to evaluate a dropping decision. Determining

is relatively straightforward since the required param-
eters involved in (4)–(5) are either constants such as ,
and , or tracked system parameters such as
and . To determine , on the other

hand, requires the calculation of the one-step transition proba-
bility, from (9) and (11). The complexity of the state
space of is , which is solely limited by the
maximum video frame size. The current value of is easily
obtained and updated after every successful transmission in
BS, which reflects the number of remaining MPDUs of frame

waiting in the queue to be transmitted. For an I-frame with
a size of 8400 bytes plus the overhead of RTP/IP headers and
a MPDU size of 52 bytes, about 160 MPDUs on average are
generated to form a 320-by-320 matrix of initially.
After the first successful MPDU transmission, is
reduced to a 318-by-318 matrix, which is in turn used to
evaluate the second MPDU transmission of the same frame,
and so on. Assuming that each arithmetic operation involves
two instructions and each instruction consumes a CPU cycle, a
single 2-GHz processor in our experimental system only takes
about 102.4 ms to calculate a 320-by-320 matrix of
(i.e., costs around 102 400 operations) by Matlab to obtain the
confidence value .

In order to speed up the computational time required, a hard-
ware-based lookup-table approach is introduced such that all
possible confidence values are tabulated and stored in a hard-
ware chip using field programmable gate array (FPGA). The
size of the table could be as small as 160 (different sizes of

) by 35 (different values of ). and are
the searching keys used in the lookup-table process. Similarly,
a retrieved confidence value from the hardware-based lookup
table is used to compared with a given confidence threshold for
the dropping decision, instead of using a computed confidence
value. The lookup-table process is constantly fast (i.e.,
ms) due to the hardware capability along with a relatively small
and finite searching space (i.e., 160 35). Note that the table
above is for a specific pair of EBL and . Combining the channel
feedbacks, multiple of such tables can be prepared and updated
on-the-fly dynamically in the FPGA chip for various wireless
channel condition characterized by EBL and . The hardware
cost of maintaining a large number of these lookup tables to
accommodate a wide range of diverse channel conditions is not
significant at all when compared to a BS system. In this case, any
evaluation of dropping decision can go through a proper table
specific to the real geographical environment and channel condi-
tions according to EBL and as shown in Fig. 6, where the im-
plementation cost and computational complexity are minimal.
In case, a lookup-table process does not succeed in matching the
actual channel condition, interpolations is performed for making
an immediate dropping decision. A new lookup table for a new
channel condition will be computed and inserted into the FGPA
dynamically.

IV. SIMULATION RESULTS

The proposed AD mechanism is evaluated using Matlab
with the video traces containing a various amount of frames
(200, 400, 800, 1600, 3200, and 6400). The video traces
have a popular MPEG-4 group-of-pictures (GOP) pattern
I-B-B-P-B-B-P-B-B-P-B-B. Each I-, P-, and B-frame is con-
sisted of 4, 2, and 1 IP packets respectively, and each packet
is 2100 bytes such that all traces are simulating the variable
bit rates. A MPDU has 52 bytes in size, which is possible to
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Fig. 6. Hardware-based lookup table to implement AD.

be sent within a transmission timeslot. In order to evaluate the
efficiency of our proposed scheme fairly, the simulation only
compares it with a counterpart in which transmission/retrans-
mission opportunities are “normally” prioritized for the first

MPDUs of a video frame based on its importance to the
minimal acceptable video quality. If there is any time resource
available within the corresponding delay bound, the system
transmit the rest of MPDUs of the same frame. This counter-
part here is referred to as the “normal” prioritization-based
cross-layer scheme, which indeed abstracted many previously
reported cross-layer schemes (e.g., [4], [5], [8]–[10]) regard-
less of their actual utilization functions. The recipient-side
playback buffer is set with . The retransmission limit
is infinite for simplicity. Note that having the assumption of
infinite retransmission does not lose the generality as discussed
in Section III.A. The wireless channel is evaluated under a
typical good condition and a typical bad
condition ( .

A. Rate of Frame Loss and Resources Released

According to (2), the frame loss rate is an important index for
the video quality at the recipient. In our simulations, the confi-
dence thresholds of different types of frames are not differenti-
ated initially and set as 0.75 for all of them. The statistical max-
imum fraction, %, of a video frame that tolerable to data lose is
set as 0.2 (i.e., ) according to the MPEG standard. Fig. 7
compares the rates of frame loss by both schemes under two di-
verse channel conditions. With the bad channel condition (i.e.,

), the proposed scheme not just has a much
lower rate of frame loss even dropping video data proactively,
but also the rate of frame loss is slowly growing when the size
of video traces increases. On the contrary, the “normal” scheme
suffers from an exponential increase of frame loss rate when
the number of frames in video traces increases due to the delay
propagations to more subsequent frames from the preceding
frames. With a good channel condition ,
the frame losses in both schemes are less severe due to the
less fluctuating channel capacity and rate of errors, whereas
our scheme still achieves a relatively lower frame loss than the
“normal” scheme for any number of frames in the traces over
3200 frames. When the frame number in the video trace is get-
ting smaller than 3200 frames, both schemes present the com-
parable frame loss rate. However, the proposed AD scheme still
yields the benefit of releasing resources for the other competing

Fig. 7. Number of frame loss versus size of frames in the traces.

Fig. 8. Distribution of frame loss among frame types.

flows or subsequent frames by actively dropping MPDUs of any
late arrival frame.

Fig. 8 shows a detailed breakdown of the frame losses in terms
of the distribution among the type of frames (i.e., I-/ P-/ B-)
under the bad channel condition . Regard-
less of the number of frames in the video traces, the AD scheme
generally incurs less frame losses in all types of frame. It is be-
cause that our scheme never allows the delay of any frame to
be propagated to others, and all associated MPDUs of a pos-
sibly late arrival frame are dropped immediately before con-
suming any transmission opportunity. Note that the results of
the “normal” scheme in Fig. 8 indeed reflects the major short-
comings of many prioritization-based cross-layer schemes, in
where the frame losses caused by the delay propagations be-
come more serious when the size of video source increases.

Fig. 9 demonstrates the amount of resources released by AD
under different sizes of the video traces. Obviously, the ‘normal’
scheme did not release any resource at all. In general, more re-
sources are released by AD under the bad channel condition
due to a larger chance of having more late arrival frames to be
dropped ahead of time. The released resources can be allocated
to the subsequent MPDUs of the frame to avoid delay propaga-
tion or to a competing video stream, which will never be pos-
sible by the ‘normal’ prioritization-based cross layer scheme.
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Fig. 9. Resource released versus number of frames in the traces.

Fig. 10. Impact of �% in a frame to the number of frame loss.

B. Impact of Maximum Losable Fraction, %

The impact of maximum losable fraction, %, in a frame to-
wards the total number of frame loss is evaluated under a good
channel condition in Fig. 10. With a smaller % value, a higher
frame loss rate is observed, where becomes larger and re-
quires more MPDUs to be received through the same amount
of available transmission timeslots within the application-layer
delay bound. Hence, this naturally aligns to the conclusion in the
Subsection III-B that the confidence value decreases given the
same amount extra resources when increases (or

% decreases). The impact of % of a video frame is insightful
for achieving a graceful tradeoff between the rate of frame loss
and adopted video coding technique for video quality require-
ments in a real-time video streaming application.

C. Differentiated Confidence Thresholds

A video trace with 6400 frames is evaluated with two different
confidence thresholds: 1) ; and 2) .
For a higher confidence threshold , more frame

Fig. 11. Impacts of confidence thresholds to the frame loss.

losses are caused in all frame types as shown in the first two
groups of bar charts in Fig. 11. Different values of confidence
threshold are applied to individual frame types, such as

for I-frame, for P-frame, and
for B-frame, in order to reduce the loss of I-frames. The results
are shown in the last group of bar charts using differentiated
confidence thresholds in Fig. 11.

As shown in Fig. 7, the AD scheme indeed incurs a smaller
frame loss rate than the “normal” scheme, in which the confi-
dence threshold, , is set as 0.75. This results with more de-
codable frames by the AD scheme for a better video quality, in
term of , according to (2). The same observation can be con-
cluded when the size of the video source increases as shown
in Fig. 12(a). A poorer video quality is seen expectedly using
a higher confidence value (e.g., ), which could be
mitigated using differentiated confidence thresholds for the im-
proved video quality as shown in Fig. 12(b).

In summary, the confidence threshold will determine the re-
sultant decodable frame rate perceived by a recipient, which
should be a parameter subject to dynamic configuration through
a closed-loop control. If the video quality, , requirement has
been already satisfied at the recipient software, the confidence
threshold at the BS should be increased to release more re-
sources for the other competing flows when the inter-service
time is large (which implies the network resources are not abun-
dant). The adaptive adjustment of the confidence threshold can
be directly adjusted through the current video quality, , eval-
uated by (2) to achieve the adaptive resource releases without
failing to satisfy video quality requirement.

V. CONCLUSION

In this paper, a MAC-layer AD scheme to achieve effective re-
source utilization, which can satisfy the application-layer delay
for real-time video streaming in TDMA-based 4G broadband
wireless access networks, such as WiMAX and TD-LTE. The
proposed scheme is particularly effective when a stringent delay
bound is required on each video frame, and the wireless channel
condition is subject to serious fluctuations. A comprehensive an-
alytical model has been formulated to quantify the probabilistic
confidence of successfully sending a video frame within its ap-
plication-layer delay bound by jointly considering the effect of
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Fig. 12. Relations between video quality and confidence thresholds.

the wireless channel condition, MPDU retransmissions, play-
back buffer, and decodability requirement of the video coding.
The scheme is simple yet generically interoperable with any
MAC layer retransmission policy, and can be practically im-
plemented in a real-world BS system through software- or/and
hardware-based approaches. The effectiveness of the scheme is
proved to be better than that of a prioritization-based cross-layer
scheme by way of extensive simulations in the aspects of frame
loss rate and released resources. The impacts of maximum los-
able fraction of a video frame and the confidence threshold to-
ward the rate of frame loss are also evaluated. A video quality
measure is also adopted to evaluate the scheme for the perceived
video quality, which concludes that differentiated and adaptive
confident thresholds can gracefully achieve better resource re-
leases while satisfying the video quality requirement. The pro-
posed scheme and the analytical framework for the dropping
decision are believed to be applicable to many future real-time
wireless video streaming systems in emerging 4 G BWA net-
works.

APPENDIX

is the expected total number of decodable frames in each
type of frame. i.e., , which
is defined as the following according to [13].

The Expected Number of Decodable I-Frames : In
a GOP, an I-frame is decodable only if all the packets that be-
long to the I-frame are correctly received. Therefore, the prob-
ability that the I-frame is decodable is , where is the
packet loss rate, and is number of packets belonging to the
I-frame. Consequently, the expected number of correctly decod-
able I-frames for the whole video is

(13)

where is the total number of GOPs in the video.
Expected Number of Decodable P-Frames : In

a GOP, a P-frame is decodable only if the preceding I- or
P- frames is decodable and all the packets that belong to the
P-frame are decodable. The expected number of correctly
decodable P-frames for the whole video is

(14)

where is the number of P-frames in a GOP, and is the
number of packets in the P-frame.

Expected Number of Decodable B-Frames : In a
GOP, a B-frame is decodable only if the preceding and suc-
ceeding I- or P-frame are both decodable, and all the packets that
belong to the B-frame are decodable. As consecutive B-frames
have the same dependency throughout the GOP structure, the
consecutive B-frames are considered as a B-group. Especially,
since the last B-frame in a GOP is encoded from the preceding
P-frame and succeeding I-frame, the B-frame may be affected
by the correctness of the two I-frames. Hence, the expected
number of correctly decodable B-frames for the whole video is

(15)

where is the number of packets in the B-frame, is the
distance between the I- and P-frame in term of the number of
frames.
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